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Abstract—A distributed kinetic spanningtree algorithm is
proposedfor routing in wirelessmobilead hoc networks. As-
suminga piecewiselinear motionmodelfor the nodes,the se-
quenceof minimumpowerspanningtreesis determined,while
minimizingthenumberof routingmessagesrequired.
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I . INTRODUCTION

In a mobilead hocnetwork (MANET), it is often nec-
essaryto routedatain sucha way asto minimize power
consumption.For routesto a specificsink node,onecan
constructthe minimum spanningtree[1], wherethe cost
of eachlink is basedon thepower required.In sucha tree,
eachnodemaintainsin its forwarding databasethe next
nodein thetree. Becausethenodesaremoving, thereare
timesat which the presentspanningtreeis no longerop-
timal, anda new minimumspanningtreeshouldbeused.
This treeis typically updatedusingadistributedalgorithm
cf. [2], [3], [4], andit is importantthat the nodesbe able
to determinewhento changetheir forwardingdatabases.
To do so,messagesmustbe exchangedamongneighbor-
ing nodes.Sincetheenergy costof increasedcomputation
is muchlessthanthecostof increasedmessagetransmis-
sion[5], onewouldlike to minimizethenumberof routing
messagesexchanged.

We proposea distributed algorithm that adaptstech-
niques from the theory of kinetic minimum spanning
trees[6], [7] to maintain the correct sequenceof mini-
mum power spanningtrees;additionally, the numberof
messagestransmittedis substantiallyreduced,therebypro-
viding more throughputfor the data. In this paper, the
power cost for transmissionbetweentwo nodesvariesas
a squareof thedistance,althoughtheproposedalgorithm
alsoworksfor othercostfunctions.
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I I . PROBLEM STATEMENT

Considerthe nodesin a mobile ad hoc network. Over
a relatively short period of time

�
, one can assumethat

eachsuchnodefollows a lineartrajectory. Its positionasa
functionof time is describedby�������
	���
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wherethe vector � � ��� � � ����� ��	 gives the initial position of
node  , andthevector �!�� � � ����"	 givesthevelocity.
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imum squareddistancein time. Thelatterrelationimplies
that 5�7O9 .

Definition
The poweras a function of time, requiredto transmit

betweennodes# and
$
, is definedas P (2) ���-	Q� P )D( ���-	Q�R % &(*) ���
	 , for someconstantR ; without lossof generality,

wepresentlyassumeRS�UT . Wechoosepowerasourcost,
sinceby minimizingthisquantitythroughmulti-hoppaths,
onecanpreserve batterylife.

I I I . DISTRIBUTED SPANNING TREE ALGORITHM

The proposeddistributed algorithmbearsresemblance
to the asynchronousdistributedBellman-Ford (BF) algo-
rithm [1] for computingminimum spanningtrees. With
eachiteration, the BF algorithm reducesthe cost of the
minimum multi-hop route from node # to the sink node
throughother nodesthat comprisethis route. At a sin-
gle time instant,the proposedalgorithmlikewise reduces
thecostsof theminimummulti-hoproutesfor all time for
which thefixedtrajectoriesarevalid. Whenever any node
changestrajectory, it simply informsits neighbors,thereby
startinga new cycle of thealgorithm.V

The time requiredto transmita datapacket is ordersof magnitude
shorterthanthetime thenodeis moving alonga fixedtrajectory.



Fig. 1. New andcurrentpowercostsin thepruningstepatnodeW
.

We assumethat the time stepsin the distributed algo-
rithm aresynchronous.The unit of time is that required
to transmita datapacket from a nodeto any othernode.
Pleasenote that the actualmessageexchangesareasyn-
chronousin the sensethat any nodecan transmitat any
time (in the larger time scale).Moreover, eachnodeneed
not transmitatany giventimestep.

Initialization
1. Each node X in the network computesY[Z?\�]�^-_ and

retainsthis current minimumcost in its forwarding
database.
Weassumethateachnodecantransmitto andreceive
from all theothernodesthatarein its rangeasdeter-
minedby the RF transmitterpower of a transmitting
nodeandthesensitivity of thereceiveratthereceiving
node.If ` is not in range,then Y[Z?\�]�^-_badc .

2. Node X computesand distributes the new first time
cost Yfe-Z?\g]�^-_haiYfe-Z
]�^-_kj:YlZ?\�]�^
_ , from nodem routing
throughX to thesink ` , m8naoX-pq` (i.e. to itsneighboring
nodesin thenetwork).

Iteration Step
1. At a given time step, node m receives

new costs Y e-Z�r-sutv\ ]�^-_qp-Y eDZ?wxsutv\ ]�^-_qpzyzyzy�p-Y e-Z|{}sutv\ ]�^
_ , from
nodesX-~xp
X��"pzyzyzy�p
XK� , which computedthemat thepre-
vious iteration; �!� denotesthe orderednodeson a
multi-hoproutebetweenX�� and ` .

2. Pruningstep:Thenew costsandthecurrentcosts(i.e.
thosein the forwardingdatabaseof m from theprevi-
ous steps)are comparedamongsteachother. Only
those(minimum) coststhat contribute to the mini-
mum routesof the nodein time are retainedin the
forwardingdatabase.
Figure1 visualizesboththenew andcurrentcompet-

ing power costsin the pruning stepat node m . The
union of new and current costsappearsas the six
parabolicfunctionsin time. However, only threeof
them, namely Y eDZ�r-sutv\ ]�^-_ , Y e-Z?wqs�tv\ ]�^-_ , and Y eDZ���sutv\ ]�^-_ ,
contribute to the minimum cost in time of node m .
As a result, this is indicated by the shadedarea.Y e-Z�r
s�tv\ ]�^-_ , Y e-Z?w�sutv\ ]�^-_ , and Y e-Z|�xsutv\ ]�^-_ form the for-
warding databasefor node m at this iteration as fol-
lows: node m forwardsto node X-~ for �S�U^��U^D~ , to
node X�� for ^q~���^���^�� , to node X�� for ^��'�U^���^�� ,
andto nodeX�� for ^����4^ .

3. For only the new minimum costs,we computeand
distributethecosts,Yk� e�s�tv\ ]�^-_baNY � e ]�^
_gj�Y e�sutv\ ]�^
_ , to
node� , ��naOm"p����Kpq` . Notethatthecostsfrom previous
stepswerealreadytransmittedin thosesteps,andneed
notberetransmitted.

The distributed algorithm ceaseswhen no new mini-
mum power costsarise at a given iteration, and so no
packets needbe further transmitted. At this stage,the
forwardingdatabaseof eachnodeindicatestheminimum
costnext-hopfor timesfor which thefixedtrajectoriesare
valid.

We note that the numberof routing packets decreases
exponentiallywith eachiterationstep,bothbecauseanode
cannot retransmitto nodesalreadyon its routeto thesink,
andbecausethe majority of costswill not becomemini-
mumcostsafterthepruningstep.In fact,theproposeddis-
tributedalgorithmcarriesthesamecomplexity andnumber
of transmissionsasthe BF algorithmfor minimum span-
ning trees;however, theproposedalgorithmrequiresmore
computationat eachnodeperiteration.

A. EfficientDistributedAlgorithm

As notedabove, the basicalgorithmis quite similar to
the distributed Bellman-Ford algorithm,except that � , � ,
and � of Y eDZus tv\ ]�^
_ areexchangedfrom node X to nodem ; in
theBF algorithm,rathercostis exchanged,corresponding
to thecostat a singletime instance.We have alsodevised
anefficientdistributedalgorithmthatsubstantiallyreduces
thecomputationat eachnode.Theimprovementis based
on the theoryof kinetic minimum spanningtrees[6], [7]
with linearcosts,��Z2e�]�^-_ , betweentwo nodes,asopposed
to ourparaboliccostsY Z2e ]�^-_ .

IV. EXAMPLE NETWORK

Figure2 shows the minimum spanningtreesroutedat
node ` for a simple five node network at two distinct
times; the solid arrows indicated ^�a�� , and the dashed
arrows indicate ^�a �¢¡¤£�¥¦� . TableI shows the trajectories
for eachnode.We assumethat thesetrajectoriesarevalid
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Fig. 2. Examplenetwork at §�¨ª© , and §�¨0«}¬ ­¦® .
for tenseconds.At time ¯±°U² , node ³ transmitsdirectly
to thesource.Node ³ is moving slowly to the left, while
node ´ is moving morequickly down andto the left. So
at time ¯±°¶µ¦·¤¸"¹"¸ , it is moreefficient for node ³ to route
throughnode ´ , asshown in TableII. Similarly, at time¯b°º¸¢·?µ�»"¼ , node½ beginsto routethroughnode ¾ .

Only two iterationsare require for our distributed al-
gorithmto converge, therebyproviding all thenodeswith
the ¿ , À , and Á coefficients requiredto calculatethe se-
quenceof eight minimum spanningtreesfor the time in-
terval ²=Â4¯ÃÂdµz² seconds.While thedistributedBellman-
Ford algorithmalsoconvergesin two iterations,it givesa
minimumspanningtreefor a singletime instant.Onecan
run multiple cyclesof theBF algorithmin orderto obtain
the sequenceof minimum spanningtrees;yet, sincethe
timeswherethe minimum spanningtreechangesarenot
known a priori , the BF algorithm would have to be run
at a very high frequency to closelymaintainthesequence.
Specifically, theBF algorithmwouldneedto berunateach
time unit thatcorrespondsto thegreatestcommondivisor
of thetransitiontimes.

Node Trajectory
S Äu²�Å-²}Æ
A Ä�ÇÈµÉÇS²�·?µx¯�Å�µ�Æ
B Ä�ÇÉ²�·*Ê"¯�Å�µ¦·¤¹�Ç0²�·¤¸Ë¯-Æ
C Ä�¸�Ç0²�·¤¹Ë¯�Å�µÍÌ6²�·¤¸Ë¯-Æ
D Äu²�ÅD¸ÎÌ6²�·¤¼Ë¯-Æ

TABLE I
NODE TRAJECTORIES.

t Change
1.252 A Ï B
2.193 D Ï C
3.754 A Ï S
4.085 B Ï A
5.692 C Ï A
8.378 D Ï A
8.452 D Ï S

TABLE II
CHANGES IN THE MINIMUM SPANNING TREE.

V. COMMENTS AND CURRENT WORK

While the amountof computationis increasedat each
node,thenumberof transmissionsin onecycleof thepro-
posedalgorithmis thesameasin thedistributedBellman-
Ford algorithm. However, the proposedalgorithm need
notbeupdatedcontinuously, soit substantiallyreducesthe
total numberof routing messages;therefore,moreband-
width is left for datamessagesandthetotalpowerrequired
to sendthe routing messagesis reduced. Moreover, by
usingthesequenceof minimumpower spanningtreesfor
datamessages,thebatterylife is evenfurtherincreased.

In thefinal paper, we shallpresentthedetailsof theki-
netic spanningtreesapproachto computingthe sequence
of minimum spanningtreesgiven the dataexchangedin
the distributed algorithm. Additionally, we shall provide
extensivesimulationresultsfor muchlargernetworks,fur-
therquantifyingtheperformanceincreasesachievedby the
algorithm.
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